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Discussion / Future Work

1. How is information propagated through the VG encoder?

2. Does VG equally impact concrete and abstract concepts? 

3. Does VG help with resolving lexical ambiguities?

4. Are the grounded embeddings clustered better?
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Probing the models on syntactic and semantic tasks
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Conclusion

Results

VG BERT still adheres to the classical NLP pipeline - 1.

VG more strongly affects concrete concepts - 2.

Better homonym distinction in VG embeddings - 3.

VG embeddings better clustered into categories - 4.
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