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ABSTRACT

This study reproduces the findings of the original *Text Embeddings
Reveal (Almost) As Much As Text’[10], which investigates privacy
risks associated with text embeddings, by showing that it is possible
to reconstruct an original text from its embedding. By implementing
an iterative correction mechanism and using a transformer-based
encoder-decoder architecture, Vec2Text achieves significant accu-
racy in embedding inversion, evidenced by high reconstruction
BLEU and Token F1 scores in both in-domain and out-of-domain
evaluations. This reproduction validates the claims of the origi-
nal paper regarding the performance on in-domain datasets, and
questions some of the generalisability claims. The reproduction
also analyses critical performance factors, such as beam width and
sequence length. Additionally, this study extends the analysis by
evaluating computational trade-offs and performance on different
length sequences than the one for which the corrector model was
originally trained. Limitations, including a discussion on valid met-
rics, and token-length constraints, highlight areas for improvement
for the development of vector-to-text models. These findings re-
inforce the importance of balancing privacy risks, computational
efficiency, and performance in text embedding systems.
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1 INTRODUCTION

Text embedding vectors are dense, high-dimensional numerical
representations that capture semantic meaning, enabling machines
to perform various tasks more effectively in areas such as person-
alised recommendations, search engines, and information retrieval
(IR). Embeddings are seeing increased use with the rise of vector
databases [13], which are integral to architectures like retrieval-
augmented generation in large language models, which leverage
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external knowledge to enhance their accuracy and reduce hallu-
cinations. Users of these databases maintain a level of privacy by
not sending directly interpretable raw text, rather querying the
database using embeddings.

However, a growing concern is that of embedding inversion:
recreating the original input information from its embedding. This
process has already been successfully demonstrated in the context
of image embeddings [4]. The problem of reconstructing text se-
quences, where changes between two sequences are discrete words,
rather than, for example, continuous pixel values, has proved to be
more difficult.

In [10], the authors claim to have solved this problem. The paper
introduces Vec2Text, a novel multistep method that:

(1) Iteratively corrects and re-embeds text to reconstruct the
original.

(2) Uses controlled generation techniques to optimise the simi-
larity between reconstructed text embeddings and the origi-
nal embeddings.

The original work outlines that Vec2Text is capable of accurately
reconstructing text sequences in sensitive domains, such as medical
patient records, potentially posing privacy risks. To investigate and
build upon these findings, this paper is structured as follows: First,
we discuss (Related Work) in section 1.1. We discuss the model
in-depth in 2 (Background. In Section 3 (Claims and Scope),
we detail the claims of the original paper and define the scope of
our reproduction. In Section 4 (Reproductions), we outline the
methodology and model settings we employ to replicate and extend
the results. In Section 5 (Results), we present our reproduction
results. In Section 6 (Extension Results), we discuss results from
additional experiments that go beyond the scope of the original
work. Finally, in Section 7 (Conclusion), we present our conclu-
sions, and discuss limitations and future directions for research.

1.1 Related Work

The concept is derived from the image inversion settings [9][4].
This domain is considered more tractable since images exist in a
’continuous’ domain, whereas the ’discrete’ nature of text presents
greater challenges for training.

Vector-to-text black box attacks have been attempted on sev-
eral occasions, including an earlier work [18] that demonstrated a
proof-of-concept with Bag of Words text inversion. Subsequently,
[6] conducted an intriguing study exploring the intersection of copy-
righted text and vector-to-text conversion by training an inverse
model of BERT [3]. Their approach does not incorporate iterative
refinement and does not conduct out-of-domain evaluations. Fur-
thermore, [7] introduced a transformer-based architecture lacking
iterative refinement, resulting in outcomes that were comparable
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to the baseline but inferior to those reported in the original paper
of this reproduction work.

A study [22], employing a method analogous to that of the origi-
nal paper, utilizes a GPT-2 [15]-based attacker model. This model
is trained on a combination of embeddings and input sentences to
predict the responses of a target model. The authors make a per-
suasive argument for focusing metrics on entity attribute inversion
outcomes rather than whole-sentence conclusions, positing that
these are likely the more significant components of the extracted
information for hypothetical attackers.

In a subsequent development of the original study, [5] investi-
gated a more challenging scenario, characterized by the availability
of a limited training dataset and an unknown underlying model.
Their proposed method comprises two main phases; initially, they
emulate the unknown embedder model and subsequently generate
additional samples to train the attack model to effectively target
the unknown model. This advancement is potentially concerning,
given its positive correlation with the scale of the embedder model,
leading to increased efficacy when targeting models with higher
parameters.

A general framework to which vector-to-text models should con-
form is proposed in [2]. This framework considers several desirable
attributes:

(1) Universality: The embedding space should represent all pos-
sible sentence meanings.

(2) Diversity: The model should generate diverse outputs from
a single embedding.

(3) Fluency: Generated text should be fluent and grammatically
correct.

(4) Semantic Structure: Similar embeddings should correspond
to similar meanings.

A challenge to the burgeoning vector-to-text-based research
activity is presented in [8], where a defence mechanism against
inversion attacks is proposed. We deem this a logical evolution and
a precursor to the inherent cycle of development in the domain of
inversion attacks, analogous to the field of cryptography research
[14].

2 BACKGROUND
2.1 Vec2Text Method

The authors frame embedding inversion as a controlled genera-
tion problem, for which their approach leverages an iterative cor-
rection mechanism and controlled generation techniques to refine
the reconstructed text. Given a text embedding e € R¥ generated
by an encoder ¢, the goal is to recover the text sequence x so that
the cosine similarity between the embedding of the reconstructed
text ¢(x) and the ground-truth embedding e is maximised:

x* = arg max cos(¢(x), e)
X

This optimisation problem is computationally infeasible if ap-
proached directly due to the vast space of possible text sequences.
Vec2Text circumvents this by learning a conditional language model
to generate text hypotheses and iteratively refine them. The method
starts by training a base model p(x(o) |e) to generate an initial hy-
pothesis x(®) from the embedding e. This is achieved by maximising
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the conditional likelihood:
6 = argmax B p [p(xIf (x); 0)]

where 0 represents the parameters of the language model and D is
the training dataset.

To improve the accuracy of reconstruction, Vec2Text employs an
iterative correction mechanism. At each step ¢, a new text hypothe-
sis x (1) g generated by conditioning on the previous hypothesis
x| its new embedding <;5(x(’f )), and the difference between the
new and ground-truth embeddings e — ¢(x(*)):

p(ce) = 3" p(xle)p(x Ve, x, g (x1)))
x(8)

Whereby the refinement process is initialised with the base
model p(x(V]e) = p(x(V e, 0, $(0)).

The model itself is an encoder-decoder transformer [20], de-
signed to process input sequences of fixed dimensions. To accommo-
date embeddings of varying sizes, the authors employ a learnt pro-
jection mechanism that converts embeddings into a fixed-dimensional
sequence. The input to the encoder is constructed by concatenating
and projecting the following components:

(1) Ground-truth embedding e

(2) Hypothesis embedding ¢(x(t))

(3) Embedding difference e — (ﬁ(x(t))

(4) Token embeddings of the current hypothesis x(®)

The entire method is visualized in 1

During inference, Vec2Text uses a beam search to explore multi-

ple candidate corrections efficiently. At each step t, it:

(1) Generates b top hypotheses xl(Hl) XD

ey

(2) Computes their embeddings ¢(xi(t+l))

(3) Selects the top b unique hypotheses based on their cosine
similarity to e
This ensures that the iterative process converges to a text hypothesis
x* with a high-quality reconstruction. The entire model, including
the encoder-decoder transformer and projection layers, is trained
end-to-end using a standard cross-entropy loss. An overview can
be seen in Figure 1.

2.2 Backbones

The authors use 3 models in their work, including, on one hand, the
base version of the Generalizable T5-based dense Retrievers (GTR)
as suggested in[11][16]. The model was fine-tuned to generate
32-token long sequences on the Natural Questions (NQ) dataset,
one of the Benchmarking-IR datasets (BEIR)[19]. They also fine-
tune two models based on the text-embedding-ada-002 OpenAl
embedding model on the multifaceted corpus of MSMARCO[1],
one for 32 and once on 128-token long sequences. In unison with
the fine-tuned embedders, the original author trained the Vec2Text
corrector model. This is also a T5-based architecture [16], with
12 layers of each encoder and decoders, trained on conditional
generation, as discussed previously.

3 CLAIMS AND SCOPE
The key claims made in the paper by the authors are:
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Figure 1: Overview of the Vec2Text iterative correction process. Given a target embedding e (Bleu), an initial text hypothesis is
generated and repeatedly refined. Each iteration involves comparing the hypothesis’s embedding &) with the target e, and
then adjusting the text to better align its embedding with the target. [10]

(1) Vec2Text outperforms current baselines in accuracy for text
reconstruction from embeddings

(2) The method adapts well to out-of-domain data and can ac-
curately reconstruct text across various domains.

(3) Reconstruction performance is inversely related to the length
of the sequence. Longer sequences are harder to reconstruct.

In addition to the main claims, the paper performs an in-depth
case study using a clinical dataset to evaluate the effectiveness of the
model within a sensitive data domain, particularly with regard to
individual names and other sensitive information in clinical records.
This examination aims to highlight the potential privacy risks as-
sociated with text embeddings and underscore the imperative to
protect them.

Furthermore, the paper investigates the effect of adding Gaussian
noise to embeddings, which could potentially dampen reconstruc-
tion accuracy while preserving utility in retrieval tasks, offering a
potential defence mechanism against inversion attacks.

The scope of this reproduction is to verify the core claims pre-
sented in the paper. We will not include the case study that involves
the clinical dataset, as it is not the central focus of the paper and
demonstrates results consistent with the primary claims. Likewise,
we shall not replicate the Gaussian noise analysis at this time, since
it has already been addressed by a separate reproduction of the
original paper [23].

This reproduction focused solely on the authors’ claims regard-
ing their GTR-based model, as the text -embedding-ada-002 model
fine-tuned on 32-token sequences was unavailable, and both the 32
and 128 sequence length models require paid access to the OpenAl
API. This does impact the reproducibility of their out-of-domain
claims, as detailed in 5.2.

We created a fork of the original codebase with added comments,
fixed dependencies, and set up a reproduction folder with all nec-
essary files to run the reproduction. A reproductionREADME! is
provided, which includes explanations of how to run our reproduc-
tion and extension experiments.

Thttps://github.com/ryan-ott/vec2text

3.1 Extensions

Our extensions focus on investigating the computational require-
ments of Vec2Text, specifically examining how the number of cor-
rection steps and the beam search width affect the model’s perfor-
mance. Understanding the resource demands is crucial for evaluat-
ing the method’s practicality and scalability, given its computation-
ally intensive nature.

We also examine how the model performs on ’out-of-domain’
data with lengths exceeding the token lengths it was trained on.
Preliminary tests show that at least one of the underlying mod-
els is sensitive to the token length it was trained on. Evaluating
the model’s ability to handle longer texts provides insights into
its adaptability. This is especially relevant in real-world scenar-
ios, where the length of the original text or the specifics of the
embedding-generating model may not be known.

4 REPRODUCTIONS

To replicate the results of the original paper, we conducted two sets
of experiments designed to assess text reconstruction performance,
corresponding to the evaluations presented in their Tables 1 and 2,
respectively: one focused on in-domain evaluation and the other on
out-of-domain evaluation. Both experiment sets aimed to assess the
performance of the GTR model under their respective conditions.

4.1 Experimental setup

We used the same parameters as the author suggested and imple-
mented. This means that for Table 1, we did a similar investigation
of steps, while further exploring the effect of decoding beam-width
(see 6.1). The hyperparameters or underlying model that were used
for Table 2 were not reported. Preliminary experiments and com-
munication with the author indicated that the Ada 128 model was
used with a beam width of 8 and a maximum of 50 steps. We applied
these parameters to the GTR-32 model for our Table 2. As with
the Tablel experiments, we used a batch size of 16. To reduce com-
putational overhead, we evaluated only 1,000 samples per dataset,
using a fixed random seed (42) to ensure reproducibility in our
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experiments. The original paper did not specify their random seed
implementation or sample size.

Datasets. Mostly the same BEIR[19] datasets were used as in the
original paper. However, 4 out of the datasets (Signal-1M, TREC-
News, Robust04 and BioASQ) used in the original paper have since
been made private. We only managed to get access to BioAsq, so
the others ones are missing from the 2 results.

Metrics The primary metrics used are Bilingual Evaluation Un-
derstudy (BLEU) score and F1 token score. BLEU scores are com-
monly used in machine translation to evaluate the quality of gen-
erated text. They measure the overlap of n-grams (sequences of
words) between the machine translation and the reference, in this
case, the original input text and the reconstructed text. A higher
BLEU score indicates closer alignment with the reference trans-
lations. Poignantly, BLEU scores are not perfect, as they do not
account for semantic meaning or fluency, solely for word overlap.
F1 token score is a metric that measures the similarity between
the original text and the reconstructed text. It is calculated as the
harmonic mean of precision and recall, where the True Positives
(TP) are the number of tokens that are correctly reconstructed, and
the False Positives (FP) and False Negatives (FN) are the number
of tokens that are incorrectly reconstructed and not reconstructed,
respectively. A higher F1 token score indicates a higher similarity
between the original and reconstructed text. Other metrics are also
used, such as cosine similarity, or exact match, but less emphasis is
put on these by the original author.

Hardware The experiments were conducted on the Snellius
cluster[17] with an NVIDIA A100-SXM4-40GB GPU[12].

5 RESULTS

5.1 In-Domain Results

The results for reproducing in-domain performance on the Natural
Questions dataset using the pre-trained GTR model are shown in
Tablel. Our experimental results closely align with those reported
by [10].

In the Table 1 progressive improvements are illustrated in various
configurations. Starting from the Base model at 0 steps compared
to the Vec2Text with a substantial boost in all metrics. With more
training steps, performance continues to rise, reaching BLEU: 83%
and tf1 of 95% at 20 steps, then BLEU of 84% and tf1 of 95% at 50 steps.
Introducing beam search further enhances results, culminating
in a BLEU score of 92% and a tf1 score of 98%. These findings
confirm that the pre-trained GTR model’s performance can be
reliably reproduced on the Natural Questions dataset. Running the
most compute-intensive configuration took just under 4 hours on
our A100 GPU for 1000 samples, with peak GPU memory usage of
around 8.1 GB. While the in-domain results are highly reproducible
and almost exactly match those of [10], variation in the exact scores
is observed. We are uncertain what led to this. Possible reasons
could be that the sample size used was significantly smaller than
the original, which allowed for more variance. The Exact score
being a stringent metric likely means it suffers more from random
variation on a smaller sample.
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5.2 Out-of-Domain

Table 2 shows that performance varies notably depending on the
dataset domain. For instance, scores for hotpotqa and NQ are
relatively strong, achieving both a BLEU score of 89%. In con-
trast, datasets like bioasq, cqadupstack, and webis-touche2020 show
lower BLEU and Token F1 scores, indicating greater difficulty in
these domains. We note that the average runtime per dataset for
1000 samples was just over 4 hours as well, with also a similar peak
memory usage of 8.4 GB.

These results unfortunately can neither confirm nor deny the
original authors’ Table 2 results. The only thing we can state is
that up until the respective token length the model was trained on,
it performs relatively well, but there is a big variety. We further
wanted to investigate where this discrepancy in scores came from.
The initial hypothesis was that the outcomes were likely related
to the data the model was trained on. recreating domain-specific
words with a model fine-tuned on a different domain is likely going
to be difficult. if this is a general problem, it would hamper the
usage of vector-to-texts models by bad actors, since they would
need to specialize their model for specific domains.

Similarity investigation The above hypothesis was tested by
taking 1000 random samples from each dataset in Table 2 and com-
paring them against the NQ dataset the GTR model was trained
on. We decided to use as comparison metric the average Bertscore
of all sentences [21] as this is argued to be a valid proxy for com-
paring datasets. We then take the cosine similarity between the
embeddings.

As is visible in Figure 2, there is a strong positive correlation
with the similarity of the dataset to the NQ dataset and the BLEU
score. We would argue that this is evidence in favour of the strong
in-domain capabilities of the Vec2Text model, but shows a lack
of its generalisability. Similarly, it can be argued that the results
of the original paper’s Table 2 are less convincing as many of the
tested datasets actually have very high similarity to the in-domain
datasets. In general, it would be interesting to see how well this
method generalizes. Does it need to be fine-tuned to even perform,
or would a more varied training dataset also allow the model to
perform better on all subdomains.

6 EXTENSION RESULTS
6.1 Beam Width Trade-Offs

As shown in Table 1 and in the original paper, increasing the beam-
width of the decoder allows for enhanced reconstruction perfor-
mance. We wanted to investigate what the best trade-off point is for
beam width, computational cost and accuracy In order to investigate
this we set up an experiment, varying the beam-width with a con-
stant 50 correction steps on the GTR-32 model on the NQ validation
set with 1000 samples.

Results. Figure 3 examines the balance between performance
and computational efficiency in beam search. Increasing the beam
width enhances embedding inversion by enabling broader explo-
ration of the search space. However, the improvements diminish
significantly beyond a width of 4. Wider beam widths also introduce
substantial computational costs, with runtime escalating exponen-
tially. This presents notable challenges for tasks constrained by
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Table 1: In-domain reproducibility results using the GTR model finetuned by [10] on the Natural Questions dataset for sequences
of 32 tokens. Values marked as NR indicate results not reported by the original paper. Reproduced results are italicised, and

any results more than 5% off are bold.

Method Pred Tokens BLEU TF1 Exact Cos
Original Ours Original Ours Original Ours Original Ours Original Ours
Base [0 steps] 32 31 31.9 316 67 67 0.0 14 0.91 0.90
Vec2Text [1 step] 32 31 50.7 49.5 80 80 0.0 84 0.96 0.95
[20 steps] 32 31 83.9 83.3 96 95 40.2 57.8 0.99 0.99
[50 steps] 32 31 85.4 84.2 97 96 40.6 58.6 0.99 0.99
[50 steps + 2 sbeam] NR 31 NR 87.1 NR 96.5 NR 67.2 NR 99.2
[50 steps + 4 sbeam] NR 31 NR 90.0 NR 97.1 NR 75.0 NR 99.5
[50 steps + 8 sbeam] 32 31 97.3 92.3 99 98 92.0 79.4 0.99 0.99
Table 2: Evaluation on out-of-domain BEIR datasets using the 1o
GTR model trained to output 32-token sequences. Generation bl L L ] hotpotas .
using 50 correction steps, 8 decoding beams on 1000 samples. nfcorpus dopediarenty == °
08 e T Snristetever
Dataset Tokens BLEU t1 |
hotpotqa 3039  89.43  96.66 o T e
nq 31.02 8879 9656 H g
dbpedia-entity 31.65  84.25 93.32 g Setis tuchg2020
nfcorpus 31.90 8177 92.00 o4
climate-fever 27.73  80.74 91.78
fever 27.73 80.74 91.48 02
scifact 32.00 80.58 92.07
scidocs 31.03  78.24 91.63
arguana 32.00  78.10  92.90 *oo 02 LR o3
msmarco 32.00 63.41 85.23
quora 15.64 57.57  78.95 Figure 2: Cosine similarity of datasets to NQ versus the BLEU
trec-covid 23.52 56.16 66.30 scores.
fiqa 31.78 51.38 78.72
webis-touche2020 29.01 4830 76.43
Cguadupstack 3169 46.00 7817 length domain. It was chosen to perform this experiment on the
bioasq 32.00 39.31 71.40

computational resources or time-sensitive applications. This un-
derscores the necessity of tuning beam width to meet task-specific
goals, ensuring a balance between accuracy and efficiency in practi-
cal applications. Moreover, we conducted the effect of beam width
on peak memory usage, which showed expected scaling of GPU
memory usage with doubling of beam-width as shown in Figure 5.

6.2 Impact of Sequence Length

Given the constraints of the 32-token pretrained GTR model, we
aimed to evaluate the model’s performance by truncating data to
specific token lengths. Ideally, we would allow the model to still
predict varying token lengths. It turns out the token length a model
can predict is hardcoded to be the maximum of its trained length
(and padded if lower), even though it seems variable. Thus, this
experiment analyses how well a model performs out of its sequence

3 BEIR datasets: DBPedia, TREC-COVID, and FiQA-2018 who we
respectively classified as similar, average, non-similar to the NQ
dataset, based on the results from Table 2. The reasoning was that
we would get a clear view of the relation between type of inference
data and token length. In the end, it’s relevant to know the practical
application of this vector-to-text method. We evaluated on 500
samples with 50 steps and beam width of 4. These were chosen
to be a good trade-off between computational cost and accuracy.
We searched the space from 8 tokens to 52, with 4 token intervals.
Preliminary results showed this was the most interesting range, as
the graph flattens outside of it. Similarly, BLEU score starts bugging
at lower token lengths because it looks for trigrams, which might
not be appearing consistently.

Results Figure 4 illustrates a consistent downward trajectory
in BLEU scores as token length increases, reflecting the challenges
inherent in inverting high-quality long-sequence text. The decline
suggests that as sequences grow longer, the model struggles to
maintain both syntactic coherence and semantic accuracy, likely



UVA IR2, Dec 22, Amsterdam, NL

100

80

Score (%)

—@- BLEU Score

- -M- TF1 Score
/_,./" —A- ExactScore |,
60 o Cos Score
o -+- Runtime

8

P
Beam Width

Figure 3: Impact of varying beam width against multiple met-
rics and runtime on 50 steps and 1,000 samples.

due to limitations in the fixed token-length architecture. Interest-
ing is the score for its specific trained token length; the BLEU
score peaks at exactly 32, and becomes lower 4 tokens higher and 4
tokens lower, only to go back up for the shorter and shorter lengths.

Notably, the steepness of the decline accelerates beyond approxi-
mately 30 tokens, indicating that the model’s capacity to manage
longer contexts diminishes more drastically at this threshold. This
trend highlights a critical bottleneck where the model transitions
from manageable to significantly degraded performance. The rela-
tively stable scores at shorter token lengths suggest that the model
performs well when context size remains within its design con-
straints. All results point towards Vec2Text excelling at its predes-
tined token length, disqualifying the claim 3 that the scores will be
better for lower token models per definition.

7 CONCLUSION

In this paper, we conducted a reproduction study to [10]. In regards
to the initial claims in Section 3:

(1) Vec2Text outperforms current baselines - The combination
of both a baseline inverter model, combined with iterative
refinement, seems to achieve higher scores compared to 1.1.
We need to acknowledge that there are no direct comparisons
made, since no other papers results have been done on the
same datasets.

(2) The method adapts well to out-of-domain data - We can’t
conclusively state this at the current time. Our reproduction
shows widely varying scores, but that can be due to the
underlying GTR model not being expressive enough. Further
investigation is required, possibly with different embedder
models.

(3) Reconstruction performance is inversely related to the length
- We would argue that at least for the GTR model, this fact
does not stand. The model performs best at its trained token
length, after which it dips and then slowly climbs, while at
the higher side it crashes. This seems to be an overfitting on
the training length.
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Figure 4: BLEU score progression over varying token lengths
for 500 samples with DBPedia, TREC-COVID, and FiQA-2018.

While our reproduction successfully mirrored the original Table
1, Table 2 could not be established currently.

These findings open up several possibilities for future work. For
example, it is crucial to acknowledge the limitations of the BLEU
score as a primary metric for evaluating text reconstruction quality
in the context of privacy. While BLEU effectively measures n-gram
overlap, it may be overly strict when assessing the recovery of sen-
sitive information. A reconstructed text that is semantically similar
to the original but differs by even a single character can receive
a significantly lower BLEU score. Similarly, a reconstruction that
captures the core meaning and reveals private information, but
deviates from the exact, wording may still receive a relatively low
BLEU score. However, from a privacy perspective, even these "im-
perfect” reconstructions can pose a significant threat, as they may
still reveal sensitive or personally identifiable information. This
highlights a potential disconnect between the metric’s emphasis
on exact wording and the broader goal of assessing privacy risks
associated with embedding inversion. Future work employing met-
rics based on derived entities from the text is likely to yield results
that more accurately reflect the purported problem setting.

A simple but effective future development would be to train
model with variable input length. Similarly, training a model with-
out knowing the underlying embedder, for which preliminary work
has been done in [5], likely is a promising avenue, as it gets closer
to a generalizable method.

Finally, we want to comment that a more unified framework
for this research area would benefit comparison. Currently, most
research seems to use different datasets, methods, constraints and
metrics, which makes it hard to clearly compare methods. It would
be good for all actors to have a clear overview of what the good
methods are, and especially which methods potentially protect
versus which vector-to-text models. It is important to uncover both
attacks but also protection to people’s private data in the new ages
of vector databases.

We want to acknowledge Yongkang Li for supervising our work,
as well as the original main author Jack Morris for his answers to
questions.
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